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1.0 SCOPE 

1.1 This IceCube Project Engineering document specifies the functional, performance, and interface requirements of the DOM Main Board Software.  This document covers the detailed secondary requirements of the software related to the DOM main board electronics.

2.0  GENERAL

2.1  Purpose.  This document states the requirements to be met by the specifications and plans relating to the development, construction, operation, and support of the DOM Main Board and consists of Secondary requirements based on the Science Requirements of the IceCube Observatory as described in the IceCube  System Requirements..

2.2  Precedence.  The IceCube  System Requirements has precedence over this document. In the event of a conflict between the provisions of this document and any other IceCube DAQ documents describing the DOM HUB software, the provisions of this document shall govern.  

2.3  Authority.  Approval of this document for initial release and subsequent changes are authorized only by the DAQ group along with the concurrence of IceCube project management.

2.4  Units.  Weights and measures in this document are expressed in the MKS International System of Units (SI). 

2.5  Glossary and Acronym List.

AC


alternating current

cm


centimeter 

DAQ


Data Acquisition System

DC


direct current

DOM


Digital Optical Module

DOMMB

Digital Optical Module Main Board

DOM HUB

Digital Optical Module HUB

DHS


Data Handling System

DSA


Detector String Array

ERD


Engineering Requirements Document

G


Giga (109)

GRB


Gamma Ray Burst

HV


high voltage

Hz


hertz

IID


In-Ice Devices

ITA


IceTop Array

k


kilo (103)

kg


kilogram

LAN


Local Area Network

LED


Light-Emitting Diode

MKS


meter-kilogram-second

M


mega (106)

m


meter

mv


millivolt

mW


milliwatt

n


nano

Nt


newton

OM


Optical Module

P


Peta (1015)

PE


photoelectron

PMT


photomultiplier tube

RAP


Reciprocal Active Pulsing

rms


root mean square

s, sec


second

SPE


single photoelectron

sps


samples per second

T


Tera (1012)

TBD


To Be Determined

TBS


To Be Supplied

UTC


Universal Time Coordinated

UV


ultraviolet

V


volt

W


watt
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Figure 1-1.  IceCube Observatory System Block Diagram

3.0 DOM  HUB SOFTWARE  REQUIREMENTS

3.1
Driver Functionality:
3.1.1
Requirement: Hardware Interface
 Access to all usable functions implemented in the DOM communications interface will be through a Linux system driver.  Although software libraries may be written to allow easy program access to individual hardware functions, all attempts to control and interrogate either the DOM communications interface or an attached DOM will ultimately flow through a single system driver.

Justification: DOM HUB processor will essentially be an ix86-based PC running a standard release of the Red Hat Linux operating system.  In this environment, access to attached peripherals should always be through an operating system driver.  This allows controlled, efficient and consistent hardware access by multiple processes running on the DOM HUB.

Status: Under review.

_____________________________________________________________

3.1.2
Requirement: DOM Communications Interface Testing
 It will be possible, under software control, to perform extensive self test operations on the DOM communications interface.  It is expected that these self tests will be incompatible with normal data taking operations and not allow communications between the DOM HUB and attached DOMs during any tests.  Power to the twisted pair will be disabled during any self tests of the DOM communications interface.

Justification: The DOM communications interface design includes a number of programmable logic arrays (FPGAs), one of which may contain a processor model executing a simple C program. Since all of this complexity exists below the level that can be exercised and tested by the system driver, it is necessary to include some form of built-in self test (BIST) capability.  The design goal of these built-in tests will be to assure the system driver, to the greatest extent possible, that the hardware interface is functional and that it has been properly initialized with the correct firmware version.  Good engineering practice dictates that power to the DOM be removed before any such tests are performed.

Status: Under review.

_____________________________________________________________

3.1.3
Requirement:  Cable Discovery and Disappearance
The DOM communications interface driver will support discovery of cables being physically attached to or disconnected from a DOM Hub interface.  This discovery process can either be driven by hardware assisted state change interrupts or a purely software driven Linux system polling process.

Justification: Given the number of DOMs that will be present in the fully populated Ice Cube array, proper configuration management is of critical importance.  One step in this process is to automate the detection of attached cables and subsequent interrogation of their DOMs.  This will allow us to further automate configuration logging of the “as connected” detector configuration and automated comparisons of “as connected” and “intended” detector configurations.

Status: Under review.

_____________________________________________________________

3.1.4
Requirement:  DOM Power Up
Discovery of one or more newly attached cable on a DOM Hub interface will NOT result in power being automatically applied to either of the cable’s twisted pairs.  Application of power to each individual interface twisted pair must be initiated by explicit software command to the DOM communications interface software driver.

Justification: In order to eliminate the potential for DOM power (~100VDC) being switched on and off as the hardware interface attempts to determine cable configuration, power will be applied under software control.  This operation should be performed through operator action and not in an autonomous manner.

Status: Under discussion.

 _____________________________________________________________

3.1.5 Requirement:  DOM Address Recovery at Power Up

The software process responsible for applying power to an individual interface twisted pair cable will also be responsible for querying the attached DOM or DOMs to obtain their unique logical address.  Lack of a proper response will label one or both DOMs as being in an un-initialized state and, therefore, incapable of normal operation.  Note that this process does not disambiguate upper/lower cable attachment for a given DOM logical address.

Justification: Communications with multiple DOMs attached to a single twisted pair cable requires that each DOM has a unique (at least to a given twisted pair) address.  Since all subsequent communications will require knowledge of both a DOM’s ID and its logical address on a cable, it is desirable to obtain this information as part of the cable power up cycle.  Note that this operation only allows the discovery of the addresses of the DOM(s) attached to the twisted pair.  It does not provide a mechanism to determine  which DOM is attached to the upper or lower cable position.

Status: Under review.

 _____________________________________________________________

3.1.6
Requirement:  Driver Behavior during Data Collection
The DOM communications interface driver will always, regardless of individual or aggregate DOM data rates, be responsive to requests to exchange individual messages between the DOM HUB and an individual DOM.

Justification: Current DOM Hub software design provides an active process that continually polls each DOM for buffered waveform data.  Since the time required for these operations is highly dependent on the rate at which individual DOMs are acquiring data from their respective PMTs, it is possible to saturate the communications bandwidth between the DOM Hub and one or more DOMs.  The design of the DOM Hub data acquisition algorithm and the Linux device driver that communicates with the DOM communication interface card should be designed to not allow this to occur.  No matter how high the communications traffic load from this locally generated traffic becomes, the interface should always be able to accept and relay messages from DOM HUB applications.   This will assure positive control of the DOM software application under heavy communications loads. 

Status: Under review.

 _____________________________________________________________

3.1.7
Requirement:  Low Level Driver Protocol on the Twisted Pair
The DOM HUB communications interface will, during all normal phases of operation, use a single low level communications protocol.

Justification: Use of multiple protocols during different phases of DOM operation (e.g. bootstrap, data taking operations, etc.) presents design problems that can affect overall system robustness.  Furthermore, multiple protocols that cannot simultaneously share the same twisted pair medium require that DOMs on the same cable are always operating in the same mode.  These constraints substantially complicate DOM Hub software design and should be avoided.

Status: Under review.

 _____________________________________________________________

3.2
DOM Administrative and Information Services:

3.2.1 Requirement: Supported DOM/DOM HUB Channel States

At all times, the DOM HUB will consider any attached DOMs and any resources needed to communicate with it to be in one of the following states:  un-powered,  low-level bootstrap, offline, offline-testing, offline-reserved, or online.

Justification: In addition to providing communication services between various DAQ software tasks and attached DOMs, the DOM HUB must also provide some form of access control.  This control will prevent attempts to access unattached or unpowered DOMs and will also prevent DAQ software from attempting to acquire data from DOMs that are offline and being tested.  The above mechanism provides a mechanism that indicates a small but sufficient number of DOM operation states that will allow implementation of an access control mechanism. 

Status: Under review.

 _____________________________________________________________

3.2.2
Requirement: DOM/DOM HUB Channel State Control
Each DOM HUBs administrative service has ultimate control over the state of all DOM/DOM HUB channels.  The DOM HUB administrative service on each DOM HUB can disallow requests from other internal DOM HUB services or from external programs to change the state of individual DOM/DOM HUB channels.

Justification: An effective DOM access control mechanism requires an indication of each DOMs operational state.  For such an indication to be accurate, it must not be subject to manipulation by remote software components that have no knowledge of the DOMs actual state.  Therefore, control of DOM state values is constrained to the administrative service execution on the DOM HUB to which a given DOM is physically attached.  Note, this does not prevent remote requests to the DOM HUB administrative service to change the state of a particular DOM.  It only implies that the ultimate responsibility for changing a DOMs operational state resides in the administrative service running on the DOM HUB to which that DOM is attached. 

Status: Under review.

 _____________________________________________________________

3.3 
DOM Bootstrap Communications Services:

3.3.1
Requirement:  Low Level Communications Modes and Protocols
All communications with DOMs that have been instructed by administrative services to boot into either the DOM service program or the low level bootstrap will be handled by through DOM HUB low level communications services.

Justification: All DOMs can be instructed to boot into a low-level maintenance and diagnostic program.  When executing this code, normal high-speed communications is not possible.  Program communications will be performed through a simple character-based UART protocol.  Since the messaging structure and request/reply semantics of normal high-speed communications are not present, it is necessary to use a simpler software communications interface when communicating with DOMs that are executing these low-level programs.

Status: Under review.

 _____________________________________________________________

3.4
DOM Messaging Services:

3.4.1
Requirement:  Message Access to DOM
Exclusive of messages sent as part of DOM HUB data services, all requests to send messages to an attached DOM are handled by DOM HUB message services.  This DOM software will support sustained data transfers from the DOM to the surface of up to 20K Bytes/sec.  This data rate will be supported when both DOMs attached to a twisted pair cable are operating.

Justification: Communications with the DOM software application is based on a request response model.  Synchronization of requests from multiple sources with their proper responses requires that all messages pass through a single software service.

Status: Under review.

 _____________________________________________________________

3.4.2
Requirement: Messaging Services and DOM/DOM HUB Channel States
Messaging services will not be allowed on DOM/DOM HUB channels where DOMs are executing low-level bootstrap programs.  In other words, where DOMs are not in either the offline or online states.  Access to messaging services will be subject to further restrictions (see below).

Justification: The applications protocol (as opposed to the communications protocol) used for low-level communications differs from that used to communicate with DOMs during normal data taking operation.  Therefore, the DOM HUB messaging software should not allow other applications to attempt to pass messages to a DOM that resides on a twisted pair that, in its current configuration, does not support the messaging protocol. 

Status: Under review.

 _____________________________________________________________

3.4.3
Requirement: Access to DOM HUB Messaging Services
Access to DOM HUB messaging services can be restricted by one or more configurable filters.  These include originating host address, current DOM/DOM HUB channel state, and current experiment control state.  These filters are configured through commands to DOM HUB administrative services.  The successful exchange of messages with a DOM under any supported addressing mode depend on access being granted by all messaging service filters attached to either the destination DOM or the DOM HUB interface required for communication.

Justification: In some configurations, it will be desirable to control which programs and/or hosts will be able to send messages to an individual DOM.  While we are not in a position, at present, to detail these circumstances, it is important to create a design that allows integration of an access control policy at a later date.

Status: Under review.

 _____________________________________________________________

3.4.4
Requirement: DOM Messaging Service Semantics
Requests addressed to the DOM HUB messaging service result in the transmission of a single message to the designated DOM and the return of a single reply, or error indication, from the addressed DOM.  

Justification: The message service in the DOM HUB acts as a multiplexer that delivers a message to the addressed DOM and returns the appropriate reply.  Some higher-level applications, such as DOM Slow Control, have requirements for the transmission of particular sequences of messages to accomplish some DOM related task.  Since the successful operation of these message sequence steps can only be interpreted by the high level application that composes them,  there is no need for an intermediate mechanism for packaging and delivery of entire message sequences to the low-level communications channel.

Status: Under review.

 _____________________________________________________________

3.4.5
Requirement: Supported DOM Addressing Modes
Access DOM HUB messaging services will support message addressing to DOMs by logical DOM address, physical string location, interface port ID, and DOM HUB wide broadcast.

Justification: Depending on configuration and application, it will be necessary to direct messages to DOMs that are identified in different ways.  The supported addressing modes indicate those modes of greatest usefulness to applications within the DAQ system. 

Status: Under review.

 _____________________________________________________________

3.4.6
Requirement: DOM Broadcast Addressing Mode Semantics
Use of the DOM broadcast addressing mode will allow, through a single messaging service request, the exchange of a single message with multiple DOMs.  The entire set of target DOMs must reside on a single DOM HUB and will be selected by parameters contained in the request.  The implementation if broadcast messaging is not specified; but, the failure of any one message exchange within a broadcast request implies that an unknown number of nodes did not receive the message.  

Justification: There are several instances where it is necessary to send the same message to multiple DOMs.  In these cases, it is considered convenient to be able to specify a number of DOMs that should receive the same message and have low-level message service software insure that the same message is delivered to all DOMs on the specified list.

Status: Under review.

 _____________________________________________________________

3.5
DOM Data Services:

3.5.1
Requirement:  Data Services
Each DOM HUB will have a software data service task that is responsible for polling each attached, powered, and on line DOM for newly acquired data.  Once received from the DOM, any new data will be sent to a single external subscriber process over a standard TCP/IP network connection.

Justification:   Architecturally, the DOM HUB is designed to act as a message interface and protocol converter between a generic TCP/IP data network environment and the specific hardware protocol required by the DOM.   Since the DOM application behaves, in all instances, as a slave that responds to messages originating from the DOM HUB, all data transfers to the surface must be the result of a data polling operation originating within the DOM HUB to which the DOM is attached.  Since further processing of DOM data takes place within the next level of the DAQ system, it is necessary to efficiently pass data acquired from each DOM into the next  DAQ system layer via standard data  networking mechanisms.

Status: Under review.

 _____________________________________________________________

3.5.2
Requirement:  DOM Time Base Calibration Operation.
Each DOM HUB communications interface is responsible for periodically performing time calibration operations with each attached DOM.  Time calibration operations will be transparent to the DOM software and the DOM Hub application and will only require software intervention for the recording calibration operation results.

Justification:   Time calibrations between the DOM HUB and its attached DOMs require the exchange of timing pulses and time stamp information between a DOM and the DOM HUB.  . Since the timing for such operations is tightly constrained, it is necessary for these operations to be performed within the DOM HUB communications interface.

Status: Under review.

 _____________________________________________________________

3.5.3
Requirement:  DOM Time Base Calibration Information.
Once collected, time calibration information for each attached DOM will be forwarded to the next level of the DAQ system, the string processor.  Except for monitoring functions, this information is not used within the DOM HUB.

Justification:   None of the required DOM HUB functions require its inspection of the actual DOM data stream that it is responsible for collecting and forwarding to the string processor.  Therefore, time correction values are passed along to the string processor where all event times are corrected to UTC.

Status: Under review.

 _____________________________________________________________

3.6
DOM Web Server:

3.6.1 Requirement: DOM HUB Web Server Availability

Each DOM HUB will be configured with an internal web server that provides interactive access to a subset of DOM HUB services offered on that hub.  Capabilities offered through the web server are not intended to take the place of experiment-wide facilities like those found in the DAQ slow control or experiment control components.  All control

capabilities that conflict with those present in higher level control systems can be dynamically disabled and, thus, rendered non-interfering. 

Justification: There will be occasions, typically testing, when DOMs will be operated without having access to the entire DAQ software environment.  On these occasions, it is desirable to have access to a user interface that will allow the ability to perform some DOM-related control functions.  The use of a DOM HUB hosted web server promotes a standard and familiar user interface and allows the use of common control software within the DOM HUB.

Status: Under review.

 _____________________________________________________________

3.7
DOM and DOM HUB Configuration Control:

3.7.1
Requirement: DOM and DOM HUB Configuration
Each DOM will have a set of named, as well as a default, configuration vectors that describe its desired internal state after successful power up.  Each DOM HUB interface will have a set of named, as well as a default, configuration vectors that describe its desired state after performing a successful power up operation on an individual twisted pair cable.  These two configuration vectors will cover non-overlapping portions of the power up/initialization sequence and will never, by design, conflict with each other. 

Justification: Given the complexity of both DOMs and the DOM HUB, it is desirable to control their respective configurations in a controlled and, to the extent possible, automatic manner.  These two configuration vectors will allow control of both DOM state and DOM HUB communications state when power is applied to a particular twisted pair.  Since the required configuration will change depending on circumstances (e.g. testing, data taking, etc.) these configuration vectors must be programmable. 

Status: Under review.

_____________________________________________________________

3.7.2
Requirement: DOM and DOM HUB Configuration Databases
Each There will be a configuration database that contains all information about DOM and DOM HUB initialization operations.  During normal detector operations, this database will cover all DOMs and DOM HUBs and, thus, be experiment wide. During test operations, it may reside within the DOM HUB itself.  The absence of such a configuration database, either by DOM HUB configuration or through unavailability, will cause pre-programmed default configuration values to be used.

Justification: Under review.

Status: Under review.

3.7.3 Requirement: DOM HUB Interface and Software Component Version Information

Firmware and/or software version information for all DOM HUB components will be available through DOM HUB information services.  It will be the responsibility of each software component to update this information in a central DOM HUB repository during initial execution.

Justification: Software versioning information is necessary to insure correct configuration of individual DOM HUBs.  Since we will have a large number of these devices, it is important to be able to automatically query individual components about their current version or release status.

Status:Under review.

_____________________________________________________________

4.0
Interface Documents:  The following Software interfaces are recognized and will be documented during the software development.

4.1 DOM HUB Communications Interface Driver API.

4.2 DOM HUB Messaging Interface

4.3 DOM HUB Low Level Communication Interface

4.4 DOM HUB DOM Control Interface

4.5 DOM HUB DOM Data Interface.

4.6 DOM HUB Administrative Services Interface.

4.7 DOM HUB Information Services Interface.
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