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Introduction:

The initial purpose of this note is to provide the basis for understanding and defining the system requirement that DOM operation must impose on all sources which may induce electrical noise on the main cable twisted pair. 

Fundamentals:

The DOM  uses the twisted pair for the following purposes:

1. Power delivery, at ~100 VDC;

2. Message/data transmission, base-band using differential signaling;

3. Time Calibration, using waveform capture (signals of purpose 2).

Purpose 1 appears least likely to be affected by any typical noise source. 

Purpose 2  uses fully differential transmission and reception of pulses, and is also likely to be relatively robust against induced noise, as discussed further below. 

Purpose 3 exploits the information content in the leading edge of the first pulse of either upward- or downward-going messages (or possibly separate, dedicated time calibration pulses)  to measure the phase and frequency of the local DOM clock
. 

The time calibration process appears to be the most vulnerable to EMI, by far,  and it is this functionality which will receive the most attention in this note. The next section presents the draft requirements in summary.  The third section presents the requirements again, accompanied by the discussions that lead to them.  Many of these numbers are very roughly derived, and may be expected to change.

Requirement Summary:

 Purpose 1 – requirement 1:

The occurrence of noise pulses of 50 V p-p (differential signal) must not occur at a rate higher than 1 x 10-6 Hz (~11 days), as such pulses may trigger either a false "DOM over-current " or, “DOM not connected” condition.

Purpose 1 – requirement 2:

A pulse of amplitude 200 V p-p (common-mode or differential), as damage to the DOM HUB or DOM MB may occur.

Purpose 2 – requirement 1: 

For the messaging and data transmission purpose, in the absence of both "spiky" and  RF voltage noise, the rms  Gaussian noise voltage on the cable  above 10 kHz must be less than ~60 mV, as measured differentially on the twisted pair with proper termination and bandwidth. This requirement depends on messaging rate, and may become more stringent.

Purpose 2 – requirement 2:

Since Gaussian noise will be inevitably present, the sum of Gaussian plus any RF voltage noise must meet purpose 2 requirement 1.

Purpose 2 – requirement 3: 

For the messaging and data transmission purpose, in the absence of both 

Gaussian and RF voltage noise, the frequency of "spiky"noise pulses with voltage on the cable above  150 mV peak-to-peak, as measured differentially on the twisted pair with proper termination, must not exceed  5 x 10-5 Hz (~5.6 hours). The duration of the spiky noise burst must not exceed 100 ms.

Purpose 2 – requirement 4: 

For the messaging and data transmission purpose, the common mode voltage at any frequency appearing at the DOM MB must not exceed 10 V p-p.

Purpose 2 – requirement 5: 

For the messaging and data transmission purpose, the common mode voltage at any frequency appearing at the DOM HUB must not exceed 10 V p-p.

Purpose 3 – requirement 1: 

The total induced noise voltage in the differential signal shall not exceed 0.4 mV rms, in order that the probability of a corruption of a timing calibration waveform shall be less than 0.01, with corruption defined as an excursion difference of 5 ns or more between the measured versus predicted time value.

Requirements, Justifications, and Discussion:

1. Power Delivery:

While power delivery at 100 V DC appears robust, it is appropriate to consider the possibility that an exceptionally large noise pulse might trigger the DOM over-current or DOM disconnect sensing function in the DOM HUB, thereby shutting off power to  the DOM pair. The over/under-current sensing is programmable, so that no brick-wall value exists.  It is crude, but not unreasonable perhaps, to consider a pulse that momentarily reduces or increases the current by an amount roughly equal to the normal value.  It seems reasonable to insist that this false fault condition occur not more frequently than once a week or so for "random" occurrence within the array.   For the moment, it seems reasonable to impose the following: 

Purpose 1 – requirement 1:

The occurrence of noise pulses of 50 V p-p (differential signal) must not occur at a rate higher than 1 x 10-6 Hz (~11 days), as such pulses may trigger either a false "DOM over-current " or, “DOM not connected” condition.

Similarly, there is a maximum credible induced noise voltage below which all components should be protected from damage:

Purpose 1 – requirement 2:

A pulse of amplitude 200 V p-p (common-mode or differential) must never occur, as damage to the DOM HUB or DOM MB may occur.

Such pulses seem most implausible to imagine, but can not be ruled out.   The DOM HUB is protected to much higher voltage transients (~1000 V) than stated in the proposed requirement, but the DOM is perhaps more vulnerable due to the intimate coupling of the DOM's DC-DC converter, absent in the DOM HUB. Static discharges are expected to occur at the south pole, but these do not carry much total energy, and would not couple strongly into the cable.

2. Messaging and Data Transmission:

For IceCube, the messaging rate is expected to be in the range of 10 kbytes/sec per DOM. The signaling scheme is base-band, the protocol is most likely HDLC. The minimum required baud rate is likely to be in the range of ~350 kbaud,. The twisted pair has a finite bandwidth, acting very much like a low-pass filter. With any base-band signaling, pulse edges have rise/fall times ( that are roughly 10 - 15% of the cable delay
. As the bit rate of data transmission increases to the frequency regime f ~1/(, the pulses appear rounded and of smaller amplitude, and, at still higher frequencies, pulses begin to merge.  

The finite bandwidth not only limits the maximum data transmission rate, but the potential impact of noise increases near f ~1/(. The measured error rate may rise rapidly if the noise voltage on the cable approaches a significant fraction of the signaling level in this regime. For 3 km long twisted pair, the delay is ~15 (sec, implying  a rise-time of ~2 (sec. At 350 kbaud, the pulse period is less than ~4 (sec. Hence, the expected signaling frequency regime is sufficiently close to the finite bandwidth of the cable that signals are received with less than asymptotic amplitude. Of course, the cable resistance reduces the received amplitude as well.

Experience with AMANDA string 18 indicates that during winter operations very little noise of any type normally  exists on the cable. This is demonstrated by the fact that the timing resolution is compatible with the primary noise source being just the FADC quantization noise.  Limited tests by Jerry Przybylski during the austral summer indicate that there exists little crosstalk between pairs in a quad: short (~100 ns) spikes of a few mV were observed on the near-end companion twisted pair using good differential (2V pulses.  No long term studies are available to demonstrate over how long a period good timing behavior may be expected; this effort should be undertaken.

These tests and the winter data are encouraging, but summer operations with drilling may be another story.  The character of the EM noise is obviously important.  White noise can be characterized by an rms value in a selected frequency band.  At the other extreme, EM noise caused by motor controllers is likely to be very spiky, with rough frequency correlations to AC power harmonics and substantial values of higher Fourier components of the AC power switching transients.  The rms value of such noise may be very small relative to the peak-to-peak values, which can cause errors.  

The overall EMI requirement will depend upon whether just Gaussian noise exists, or whether spiky or RF noise sources are also present, since all these signals will be additive at the receiver. In the DOM MB Requirements Document, an error rate of not more than 1 x 10-9 is imposed.

Gaussian Noise:

If the noise were purely Gaussian, the imposed bit error rate corresponds to about 4.5 (.  It must be noted that the cable for IceCube has not yet been tested, so this requirement may become more stringent, based on actual experience. With this proviso, and assuming that the signal amplitude is reduced by attenuation and dispersion to about 300 mV, this would imply the following: 

Purpose 2 – requirement 1: 

For the messaging and data transmission purpose, in the absence of "spiky"or RF voltage noise, the rms  Gaussian noise voltage on the cable  above 10 kHz must be less than ~60 mV, as measured differentially on the twisted pair with proper termination and bandwidth. This requirement depends on messaging rate, and may become more stringent.

RF Noise:

RF noise is defined here to be any constant or semi-continuous harmonic voltage, including  60 Hz, even if the source has a small duty cycle. Recently, a 4 kW transmitter operating at ~19 kHz was brought into operation at the south pole station. (The scientific goal is the study of relativistic electrons in the upper atmosphere.) The operating mode is 14 minutes off, 1 minute on. This source was observed to create serious trigger problems for AMANDA.  Large common-mode signals were observed on the cables of the analog OM array, but systematic evaluations of the signals now being carried out suggest a common mode RF noise of not more than 250 mV, at least on some twisted pairs.

The period of the 19 kHz carrier is ~ 50 (sec, only a factor of ~10 larger than the waveforms which will be used in IceCube. Because  the AMANDA/IceCube cable lengths are about equal to the optimum dipole antenna length for this radiation, it is expected that the 19 kHz will generate large common mode signals. The differential voltage, as measured by an oscilloscope, is less than 1 mV, the sensitivity limit of measurement with the scope. These initial results are quite encouraging, and it would seem that the messaging purpose will not be compromised by the 19 kHz RF.

Because both Gaussian and RF noise may be considered “continuous” sources, it seems appropriate to consider them together:

Purpose 2 – requirement 2:

Since Gaussian noise will be inevitably present, the sum of Gaussian plus any RF voltage noise must meet Purpose 2 requirement 1.
Spiky Noise:

If there is no Gaussian or RF voltage noise present, the requirement of bit error rate less than 1  x 10-9 implies that the peak-to-peak excursions above ~300 mV must not occur at a frequency greater than 5 x 10-5 Hz (5.6 hours). For the spiky noise to corrupt not more than two contiguous data transmission blocks (~100 ms duration if interrogation rate is 5 Hz/DOM), the duration of the spiky noise event must not exceed 100 ms.

Purpose 2 – requirement 3: 

For the messaging and data transmission purpose, in the absence of both Gaussian and RF voltage noise, the frequency of "spiky"noise pulses with voltage on the cable above  150 mV peak-to-peak, as measured differentially on the twisted pair with proper termination, must not exceed  5 x 10-5 Hz (~5.6 hours). The duration of the spiky noise burst must not exceed 100 ms.
Common-Mode Noise:

At the DOM HUB end, differential signal reception is transformer-coupled with  grounded center-taps. At the DOM HUB, “ground” may be relatively robust above ~100 kHz frequencies, and the common-mode signal may be attenuated substantially since all cables in a string will be terminated similarly, acting in parallel to present a very low impedance. Tests have been requested to measure the remnant common-mode signal, using any available OM twisted pair in the AMANDA array. 

 At the DOM MB, signals are received differentially, again transformer-coupled with "grounded" center-tap. In the case of the DOM MB, the ground is only the parasitic capacitance of the MB to nearby conductors, mostly the main cable, plus the integrated capacitance to infinity.  This should represent a nearly non-existent “ground” plane for common-mode signals, especially at lower frequencies. Thus the DOM MB presents a common-mode response scenario which is  nearly the opposite of the DOM HUB.    

We may expect then, that the impact of asymmetries or imperfections in differential signal reception will have different consequences for the DOM HUB and DOM MB. Considering the input characteristics of the transformers, CMRR of the receivers and ancillary circuitry, it seems reasonable to assert that:

Purpose 2 – requirement 4: 

For the messaging and data transmission purpose, the common mode voltage at any frequency appearing at the DOM MB must not exceed 10 V p-p.

Purpose 2 – requirement 5: 

For the messaging and data transmission purpose, the common mode voltage at any frequency appearing at the DOM HUB must not exceed 10 V p-p.

While these values may seem optimistic, the carefully constructed differential design will reject common-mode signals by factors exceeding 100 db, depending somewhat on frequency. 

Summary – Purpose 2:
The more likely circumstance, i.e., a time-variable combination of spikey + Gaussian + RF noise requires a more sophisticated analysis. It seems clear enough that the permissible level of spikey noise will drop rapidly as Gaussian and/or RF noise is added, such that the permissible levels will be less than the values permitted if a quadrature sum were used.  Common-mode noise is unlikely to cause a problem.

Time Calibration:

This purpose seems sure to impose the most demanding and complex EMI requirement.  The situation is made less clear because the final algorithm for the time calibration purpose has not yet been established. Because of this, certain assumptions will be made in the following discussion so that at least a provisional conclusion may be reached. 

It is clear from the string 18 studies that DOM local clock frequency calibration can be performed either by sending time calibration signals from the DOM HUB to the DOM, or by the symmetric process of sending time calibration signals from the DOM  to the DOM "HUB" (in string 18, these are the DOMCOM cards). Somewhat different resolutions have been observed: better resolution is obtained if the DOM HUB sends time calibration signals to the DOM. This effect has been attributed to the presumed likelihood of a higher ambient noise level in the environment of the string 18 DOMCOM cards.

The timing algorithm may exploit the leading edge of the first pulse in the pulse train of a message.  This requires that a stable baseline just prior to the appearance of the leading edge of the first pulse of a message, and also that the leading edge of the pulse itself not be corrupted by noise. A corrupted waveform may be identified by a poor fit to a template, perhaps, or more sensitively as a unacceptably large, isolated, excursion relative to the running fit of the time calibration process. The duration of waveform capture for the timing calibration purpose is only ~ 2 – 4 (sec.

Semi-quantitatively, a goal of 2 ns rms timing error for each measurement translates roughly into a noise voltage (V of not more than ~0.4 mV rms within the relevant bandwidth from ~50 kHz to above 5 MHz, as received by the DOM  or the DOM  Hub.  Crudely speaking, the received pulse rise-time of ~1.5 (seconds and amplitude of 300 mV may be related to timing noise by 

(t = (V /(dV/dt) = (4 x 10-4 V)/(2 x 105 V/s) = 2 x 10-9  seconds

where  dV/dt = 0.3/0.0000015 = 2 x 105 V/s = 0.2 mV/ns.   The sensitivity of the current algorithm to noise voltage as a function of frequency has not been analyzed. With string 18, a time calibration resolution of ~2.5 ns rms is routinely observed, bolstering the statement made earlier that the EM noise level is very low during winter.  This derived noise voltage value, 0.4 mV rms, sets the scale at a very low level relative to the other two purposes. 

The 19 kHz RF noise has been studied in a preliminary fashion by Azriel Goldshmidt, using string 18 RAP data.  He finds that the voltage noise at the DOM HUB is increased by about a factor of two, as indicated by the fluctuations in ADC samples.  At the DOM end, there is no perceptible increase in noise, again as evidenced in ADC sample fluctuations.  At the DOM HUB end, the observed  noise increase corresponds roughly to about 0.5 mV. If the RF situation translates more or less directly to IceCube, there will be little impact from this noise source. 

The stability of the local oscillator determines the maximum interval between valid uncorrupted time calibrations.  The stability of the current batch of ~100 Toyocom oscillators has been measured, with reassuring results.  Something like 90% of this batch fall below an Allen variance of ~5 x  10-11. Roughly speaking, this corresponds to a drift of ~ 2 ns every 40 seconds. The stability behavior of the oscillators, however,  is marked by sudden shifts - usually  small but not insignificant -, so the interval of calibration will need to be less than 40 seconds. The remaining 10% of the batch shows up to a factor of ten poorer stability.  Whether or not a selection process is necessary has not yet been determined. We presume here that the waveform data for timing purposes must be deemed valid at regular intervals of about 1 - 10 seconds, depending on the stability of the local oscillator. We further presume that all waveform capture data will be analyzed and tested for corruption.  The basic question then, is: what level of corrupted waveforms may be tolerated? As a working axiom, we take the position that the fraction of corrupted waveforms must be small. 

Consider a situation where the calibration measurement repetition rate is derived from the measured drift of the clock for a particular DOM.  In this case of optimized repetition rate, all calibration data are analyzed. Although any two successive measurements can be used to predict the result of the next measurement, a more sophisticated fitting algorithm that exploits several measurements is more likely.  In any case, let the difference between a predicted and a measured clock time be expressed as a ratio to the rms of all measured differences (fit residuals). (The rms is related to the resolution for time calibration.)  This ratio is an indicator for deciding whether a particular measurement was corrupted or not. 

Let us require that a maximum of 1 out of n time calibration measurements be corrupted by EMI, where n might be 21, 80, or 370, depending on how conservative we are.  For example deviations exceeding 2, 2.5 and 3 sigma could be considered as corrupted results corresponding, respectively, to one bad measurement in 21, 80 or 370 good ones.

Here’s a specific example of how this might work:

A. Gaussian noise

Since our time resolution requirement is ~5 ns from all sources, we may define a measurement having an error of 5 ns as corrupted and to be rejected.  This criterion is admittedly crude, since a relatively unsophisticated fitting algorithm will presumably employ more than the last measurement.   Pressing on, let us further require that the EMI Gaussian +RF  noise be low enough so that fewer than 1 in 80 calibration measurements  will be rejected (~2.5 sigma).  This will be the case if the rms Gaussian noise from EMI is less than 2 x 105 x 5 x 10-9 x (1/2.5sigma)= 1.0 mV/2.5sigma = 0.4mV rms, as noted earlier. The assertion that not more than 1 in 100 measurements may be corrupted by external noise seems a reasonable choice, suggested by the desire to limit error intervention software activity to a small, but not infinitesimally small, rate .

Suppose the rms difference between predicted time of the local clock (as predicted from the last two calibration points, or alternatively the fitting algorithm) and the measured value of the local clock without any EMI is 2ns, which corresponds to an rms noise of 2ns x (0.2mV/ns) = 0.4 mV.  A deviation of 5 ns corresponds to 2.5 sigma and will occur every 1 out of 80 measurements, assuming perfect oscillator stability.  In this case, the rejection of time calibration measurements from EMI Gaussian noise and other sources of Gaussian noise will be the same. 

B. RF noise

The 19 kHz RF noise may be considered as part of the Gaussian noise, since it is continuous.  This is not a particularly accurate assumption since the Gaussian noise rides on top of the coherent 19 kHz. Nevertheless, it is not seen as a sufficiently large source that special treatment is warranted. 

C. Spike noise.  

Motor controllers or SCR-based power supplies are common sources of spiky noise, and  tend to produce short noise bursts linked to the AC frequency, between which relatively little noise power is created.  Suppose the spike noise has a burst duration of T sec, a repetition rate of R per second and an induced differential voltage of 1.0 mV or larger (so that it always causes an error of 5 ns or more.   In order that no more than 1 in 80 time calibration measurements be corrupted by > 5ns, we require that RT < (1/80).  If R is 60 Hz, then T< 0.21 ms.  In other words, noise pulses having bandwidth > 100 kHz and amplitude > 1.0 mV  cannot have burst lengths greater than 0.21 ms if the rep rate is 60 Hz, if we are to have fewer than 1 in 80 time calibration measurements be corrupted.  (It would be interesting to compare this burst length with what one typically observes with motor controllers and switching power supplies.)

D. Combined spike noise and Gaussian noise. 

Suppose there is a constant Gaussian noise from EMI with amplitude “constrms” and a spike noise with R and T  whose noise during the burst is Gaussian in amplitude with value “spikerms” mV.Then, a timing error of >5 ns will occur every 1 out of n time calibration measurements if 

Quad sum[  P{constrms/1mV}  +  RT x P{spikerms/1mV}  = 1/n  ]

where P{spikerms/1mV) is: 

1/20 if spikerms = 0.5mV

1/80 if spikerms = 0.4 mV

1/370 if spikerms = 0.33 mV, etc

Finally, we arrive at a relatively simple way to state the requirement:

Purpose 3 – requirement 1: 

The total induced noise voltage in the differential signal shall not exceed 0.4 mV rms, in order that the probability of a corruption of a timing calibration waveform occurs shall be less than 0.01, with corruption defined as an excursion difference of 5 ns between the measured versus predicted time value.

Summary:

Based on experience and IceCube design goals, only the timing calibration purpose is likely to suffer from induced noise. The performance of the string 18 DOMs is encouraging.  Until there is more experience with an ensemble of IceCube DOMs operating in a realistic environment, it may be difficult to assess whether genuine risk is present.

� There is no actual synchronization or phase-lock of DOM local clocks to the master clock. The DOM oscillators are free-running. Instead, a transformation between DOM local time and IceCube master clock time is maintained dynamically in software using the captured waveform data. It is expected and desired that the time calibration process will require a negligible fraction of cable bandwidth.


� The cable response to a step pulse doesn't have a strictly exponential asymptote as would be the case, e.g.,  with RC circuits. At longish times, the asymptote has a 1/t character, complicating the risetime definition.





