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1.0 SCOPE 

1.1 This IceCube Project Engineering document specifies the functional, performance, and interface requirements of the DOM Main Board Software.  This document covers the detailed secondary requirements of the software related to the DOM main board electronics.

2.0  GENERAL

2.1  Purpose.  This document states the requirements to be met by the specifications and plans relating to the development, construction, operation, and support of the DOM Main Board and consists of Secondary requirements based on the Science Requirements of the IceCube Observatory as described in the DAQ System Requirements..

2.2  Precedence.  The DAQ System Requirements has precedence over this document. In the event of a conflict between the provisions of this document and any other IceCube DAQ documents describing the DOM software for the DOMMB, the provisions of this document shall govern.  

2.3  Authority.  Approval of this document for initial release and subsequent changes are authorized only by the DAQ group along with the concurrence of IceCube project management.

2.4  Units.  Weights and measures in this document are expressed in the MKS International System of Units (SI). 

2.5  Glossary and Acronym List.

AC


alternating current

cm


centimeter 

DAQ


Data Acquisition System

DC


direct current

DOM


Digital Optical Module

DOMMB

Digital Optical Module Main Board

DHS


Data Handling System

DSA


Detector String Array

ERD


Engineering Requirements Document

G


Giga (109)

GRB


Gamma Ray Burst

HV


high voltage

Hz


hertz

IID


In-Ice Devices

ITA


IceTop Array

k


kilo (103)

kg


kilogram

LAN


Local Area Network

LED


Light-Emitting Diode

MKS


meter-kilogram-second

M


mega (106)

m


meter

mv


millivolt

mW


milliwatt

n


nano

Nt


newton

OM


Optical Module

P


Peta (1015)

PE


photoelectron

PMT


photomultiplier tube

RAP


Reciprocal Active Pulsing

rms


root mean square

s, sec


second

SPE


single photoelectron

sps


samples per second

T


Tera (1012)

TBD


To Be Determined

TBS


To Be Supplied

UTC


Universal Time Coordinated

UV


ultraviolet

V


volt

W


watt
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Figure 1-1.  IceCube Observatory System Block Diagram

3.0 DOM  MAIN BOARD SOFTWARE  REQUIREMENTS

3.1
Data Acquisition:
3.1.1
Requirement: Data Transport
 The normal DOM data taking software application will transport data from the FPGA-controlled data buffer to the surface when requested by the DOM HUB software application.  This data will be transported as formatted by the FPGA with no additional inspection or formatting done by the DOM software application.  Commands to transfer data will allow FPGA generated data to appear as a seamless stream of ordered bytes.

Justification: The process of digitizing both the ATWD and longer time based “slow” ADC signals is completely controlled by the FPGA.  In the IceCube design, this FPGA process will consist of not only the analog to digital conversion of the waveform but also feature extraction and data compression operations.  By limiting the DOM data taking software’s function primarily to one of data transport from the FPGA output buffer to the surface, we also limit the amount of software overhead that can take place within the DOM application.  This will allow us to ensure that DOM software overhead will not limit DOM data taking rates beyond those limits imposed by the DOM/DOM HUB communications electrical and software protocol.  Furthermore, this design will minimize the number of software components that need to be modified in tracking the evolution of low level data formats to two components: the FPGA design itself and the String Processor code within the DAQ system.

Status: Initial design of software message protocol and FPGA/DOM application interlock mechanism completed.  Testing within the String 18 environment in the near future.

_____________________________________________________________

3.1.2
Requirement: Triggering and Digitizing
 In normal operation, ATWD triggering and digitizing operations will be handled by the FPGA firmware.  Therefore, there are no Requirements concerning DOM software application interactions with ATWD hardware during normal data taking operations.

Justification: As stated above, real time digitization operations are completely under the control of the FPGA design.  Therefore the DOM data taking application has no operations to perform in real time on an event-by-event basis.  This Requirement is primarily for clarification purposes.

_____________________________________________________________

3.1.3
Requirement:  Data Overwrite
There will be a robust firmware/software mechanism that allows detection of an FPGA overwrite of ATWD data that has not yet been

requested by the DOM HUB on the surface.  Upon detection of such a condition, the DOM data taking software application will resynchronize 

itself with the FPGA-controlled data buffer.

Justification: It is the responsibility of the DOM HUB to periodically request data from the DOM.  The current design anticipates that a request rate of approximately ten times a second will be sufficient.  However, it is possible that, during calibration operations or due to hardware malfunction, more data will be produced and digitized by the FPGA than can be transported to the surface.  Therefore, to ensure the integrity and interpretability of the DOM data stream, it must be possible to detect these overrun conditions and take appropriate action.

Status: Hardware/software interlock and overflow detection mechanism designed.  Prototype to be tested on String 18 DOMs.

_____________________________________________________________

3.1.4
Requirement:  Supernova Detection/Background Noise Rate Storage
The DOM data taking application will be able to store background PMT noise count rates at time intervals suitable for use as a Supernova detection signal.  These rates will be buffered independently of normal IceCube data and collected through a separate supernova detection application.

Justification: Detection of a supernova event requires careful measurement of PMT noise rates.  These rates will be captured by rate counters in the FPGA logic.  Since they have no time correlation with normal IceCube data and are not germane to the IceCube data stream, they can be extracted from individual DOM MB’s through a separate supernova detection application.

Status: Under discussion.

 _____________________________________________________________

3.2
Timing Calibration:

3.2.1
Requirement: One-way Time Calibration
Each DOM must be capable of performing one-way time calibrations once every 10 sec.  Current design relegates this function to firmware at the DOM end and a combination of firmware and software at the DOM HUB end.  Therefore, this requirement places no demands on DOM software components.

Justification: DOM MB time base calibrations require responses to be sent to the surface within well controlled and short time intervals.  These requirements are beyond the capabilities of the DOM MB processor and have, therefore, been delegated to the controlled environment of the FPGA.  The entire periodic time calibration operation requires the packaging of the instantaneous time base value of both the DOM MB and DOM HUB as well as the time calibration waveform transmitted from the DOM MB to the surface.  Our current design has located that activity within the DOM HUB and, therefore, there are no time calibration requirements placed on the DOM data taking application.  This requirement is for clarification purposes.

_____________________________________________________________

3.3 
Control and Monitoring:

3.3.1
Requirement:  Configuration Control
DOM software must be capable of controlling and monitoring all configurable hardware elements present on the DOM MB.  Controllable elements include, but are not limited to: PMT high voltage, analog thresholds for ATWD triggering, operational modes for ATWD readout circuitry, operational modes for slow ADC waveform readout circuitry, and state and frequency of local and beacon LED light emitters.  Monitoring elements include:  local power supply voltages, current PMT voltage and discriminator rates associated with all trigger comparators.

Justification: The DOM MB contains a number of hardware and software elements that require configuration and control for normal operation.  During normal data taking operations, none of these elements will require adjustment or close-loop control.  However, during testing, calibration, and data taking configuration operations, it will be necessary to manipulate and monitor these elements on an individual basis.  Therefore, the DOM data taking application must provide mechanisms that will allow these operations.

Status:  This requirement is currently satisfied by the prototype data taking application installed on String 18 DOMs.  No major changes are planned.

3.3.2
Requirement:  Monitoring Interrogation
It must be possible, during normal data taking operations, to interrogate monitored components on each DOM.  This operation will not interfere with normal data taking operations.

Justification: While no adjustments will be required to any slow control elements during normal data taking operations, the DAQ software design requires the periodic verification that key elements (e.g. PMT high voltage) are operating at appropriate levels.  This monitoring function will be carried out by different DAQ software components than those involved in data acquisition operations.  Therefore, these two operations, DOM MB monitoring and data taking, must operate in a not interfering manner.

Status: Current prototype DOM application design separates data taking and monitoring functions.  No changes to this part of the application design are anticipated.

_____________________________________________________________

3.3.3
Requirement:  Configuration Control During Data Taking
Acceptance of requests sent to the DOM data taking application to control or alter configurable elements, either hardware or software, will be based on the state of the DOM application.  In other words, slow control requests will only be honored if they do not interfere with the DOM’s present mode of operation. 

Justification:  Within the programming environment of the DOM MB, the integration of the FPGA and the data taking application takes place at a fairly low level.  During testing and calibration operations, different versions of the FPGA code may be loaded depending on desired DOM MB operation.  Although the DOM application must be, and currently is, as robust as possible, it is difficult to anticipate conflicts between the functionality of multiple versions of the FPGA code and that of the data taking application.  Therefore, a high level mechanism will filter operational requests received by the DOM MB for consistency with its current state.  Those requests that involve operations or state changes that require FPGA capabilities not currently available will be rejected with a suitable explanation.  Thus, we limit the ability to “crash” the DOM MC data taking application or drive it into an unresponsive state.

Status: Current prototype DOM application design implements such a feature.  Expansion of this mechanism will be required to track new capabilities in FPGA designs.

3.3.4
Requirement: High Voltage Control 

 In order to protect against accidental operations of the PMT high voltage, commands to turn on or adjust PMT high voltage levels will require the exchange of multiple messages between the surface software and the DOM.  PMT high voltage operation will only be supported during operation of the normal data taking software application.

Justification: The application of high voltage to the PMT when the DOM MB and an attached PMT are exposed to normal daylight conditions can cause irreparable damage to the PMT.  Since the DOM MB software application behaves as a slave process that simply responds to commands issued by the DOM HUB, it is not possible for the DOM MB application to prevent an operator from accidentally issuing a command that could cause such damage.  However, the DOM MB software protocol that controls the PMT high voltage generator can be made sufficiently complex to avoid accidental high voltage commands either during periods of program debugging or intermittent communications. 

Status: The current prototype DOM application requires a two phase command for all operations that either enable or adjust the PMT high voltage level.  Commands to disable PMT high voltage are simple commands and are always honored.  There is not modification of this implementation anticipated.

_____________________________________________________________

3.4
Communications:

3.4.1
Requirement:  Data Rates
The DOM software will support sustained data transfers from the DOM to the surface of up to 20K Bytes/sec.  This data rate will be supported when both DOMs attached to a twisted pair cable are operating.

Justification: Physics justification for the expected per DOM data rate is provided in documents describing primary requirements related to the DOM Main Board.  However, it should be noted that this sustained data rate requirement assumes implementation of  FPGA feature extraction capabilities.  These capabilities differentiate simple SPE signals from more complex waveforms and extract and compress SPE waveform information into a small number of parameters.  Since only the parameterized description of these SPE waveforms is transmitted to the surface, the result is a lower “DOM to surface” data rate for the same detector trigger rate.  Further details can also be found in the IceCube PDD. 

Status:  Specific SPE parameterization is under discussion.

_____________________________________________________________

3.4.2
Requirement: Simultaneous Data Acquisition and Data Transmission
The operation of transferring data from the FPGA controlled data memory to the DOM communications buffer and, ultimately, to the DOM HUB on the surface will not interfere with normal DOM data acquisition operations.  In other words, data acquisition and data transmission will occur simultaneously on a non-interfering basis.

Justification: Data acquisition from incoming PMT triggers will occur continuously.  Requests to transfer data from the DOM MB to the DOM HUB will also occur continuously.  These two activities are completely unsynchronized.  Therefore, they must be able to occur on a non-interfering basis.

Status: Initial FPGA design complete.  Software testing to be completed as part of final String 18 implementation.

_____________________________________________________________

3.4.3
Requirement: Data Transmission Integrity
The integrity of data transmission between the DOM and the DOM HUB will be protected by a protocol-level CRC field.  This field will allow the detection of transmission errors at both the DOM and DOM HUB end of the communications path.

Justification: Occasional data transmission errors will occur.  While the response of the data taking application may vary depending on the context within which a data transmission error occurs, reliable operation requires that the application be aware that such an error has occurred.  The “on the wire” protocol should detect one and two bit errors in each transmitted packet and report it to the operating system driver.

Status: The proposed HDLC protocol supports a per packet CRC field that can detect one and two bit errors during packet transmission. 

_____________________________________________________________

3.5
Test:

3.5.1
Requirement:  Diagnostic Tests
DOM software must be able to perform local diagnostic tests after in ice deployment.  Although limited in scope due to the DOM’s inaccessibility, these tests will verify correct operation of the computing platform and allow stability measurements of hardware components such as the PMT high voltage supply/monitoring system, analog trigger discriminators, and local derived power supply voltages.  Some of these tests may be incompatible with normal data taking operations for the DOM under test; but, they should not disturb operations of other DOMs in the detector array.

Justification: The DOM, including its MB, PMT and flasher board, represents a compact and complex data acquisition system.  Upper layers of the IceCube DAQ system depend on the proper operation of the DOM MB and its contained hardware and software elements as the basis for correct and robust collection of data from the IceCube detector array.  It will be necessary to easily verify the correct operation of each DOM MB prior to and immediately after deployment at the South Pole.  Furthermore, as part of system integration and regular maintenance operations, it will be necessary to check the correct operation of DOMs in a manner independent of the larger IceCube DAQ system.

Status:  The present prototype DOM application has extensive self test capabilities.  Further tests will be provided to cover all testable DOM features.

_____________________________________________________________

3.5.2
Requirement: Light Emitter Control
 DOM software must be capable of controlling light emitters local to each DOM.  Due to local interference, operation of these light emitters may be incompatible with normal data taking operations for an individual DOM.

Justification:  SPE sensitivity can be measured in ice by pulsing a weak LED that directs light towards the PMT.  When these LEDs are used as part of a controlled calibration activity, the DOM data taking application must control their pulsing frequency and, possibly, disable FPGA waveform feature extraction.  In short, the DOM data taking application must operate in a special mode during these calibration activities.

Status: Control of LED circuitry is present in the prototype DOM application.  Higher level functions under discussion.

_____________________________________________________________

3.5.3
Requirement:  System Reliability Tests
DOM software will be capable of participating in system reliability tests designed to verify the correct operation of software, computing, and communications portions of the data acquisition system.  These tests will emulate, to the greatest extent possible, actual data taking operations, but will produce well characterized data streams that can be inspected after transmission to the surface and propagation through the surface DAQ system.

Justification: As noted above, each DOM is an independent data acquisition system.  The integration of over four thousand DOM’s into a distributed system that functions a single, co-coordinated entity is a non-trivial task. DOM application software must be able to operate in a test mode from which it will provide a well-understood data stream to higher levels of the IceCube DAQ.  This capability will allow automated system-wide tests that can verify correct operation of all processing and communications elements.

Status: The current prototype DOM application can provide well-characterized “dummy” events.  This capability will be expanded to allow the generation of complete streams of such events and a well-characterized mix of SPE and complex waveform events.

_____________________________________________________________

3.6
Configuration Management:

3.6.1
Requirement: DOM ID Code
Each DOM will be given an identification code that will remain with the unit throughout its operational life.  This identification code will be used to tag all test results archived for an individual DOM.  After deployment, this identification code will be transmitted to the surface upon request.

Justification: Extensive testing of each DOM MB prior to deployment will allow us to characterize each DOMs analog response and digitization behavior.  Once deployed, data corrections for individual per DOM variations may be required.  Accurate identification of each deployed DOM is therefore necessary.

Status: All current prototype DOM software applications can read per DOM identification information out of flash memory located on the DOM MB.  Although changing to a new embedded processor design will require some changes, we will maintain this capability.

_____________________________________________________________

3.6.2
Requirement: Release Version stored on DOM
Each software component (e.g. Slow Control, Test Manager) that is part of the normal DOM data acquisition application will have an internal copy of its release version.  This information will be transmitted to the surface upon request.

Justification: During the course of the experiment, changes and corrections will be made to the DOM data taking application.  Correct operation of the experiment as a whole will require that each DOM MB has received and stored the new software release and, upon reboot, is executing the correct version.  Although the distribution of new software to DOM MB’s will be automated, there must be a mechanism by which we can verify that DOM MB’s are execution the correct version of data taking application software.

Status: The current prototype DOM application provides this function.  No additional functionality is foreseen at this time.

_____________________________________________________________

3.6.3
Requirement:  Remote Loading of Programs
Each DOM will contain several executable programs  and can be configured to execute a particular program at boot time.  With the exception of the lowest level bootstrap program, these programs can be written into DOM resident flash memory after deployment.

Justification: Testing and calibration operations may require execution of different applications within the DOM MB.  This may be driven by incompatibilities between functions performed by different test programs or a desire to keep programs relatively simple and separated.  In any event, switching between these applications should be relatively quick.  This implies the ability to store a set of executable programs in each DOM and selectively cause a specific one to boot.  

Status:  The current prototype DOM application provides this capability.  Although some changes will be required due to the switch to a new processor implementation, this capability will be retained relatively intact.

_____________________________________________________________

3.6.4
Requirement:  Shut Down Mode
Since two DOMs will share the same twisted pair connection for both power and communications, it will possible to configure any DOM to boot up into a completely quiescent operational state.  Once in this state, the DOM will accept no commands and be completely non-operational until power is recycled.

Justification:   Both DOMs that share a single twisted pair cable will see the same commands sent from surface DOM HUB.  There may be failure circumstances under which a single DOM, if allowed to fully boot into the data taking application, interferes with the second DOM that shares the same cable.  Under these circumstances, it will be necessary to ensure that the offending DOM boots into a well known and harmless state.

Status: Under discussion.

_____________________________________________________________

4.0
Interface Documents:  The following Software interfaces are recognized and will be documented during the software development.

4.1  DOM MB low level boot communications protocol description.

4.2  DOM MB / DOM HUB high speed communications protocol description.

4.3  DOM MB boot program applications-level command description.

4.4  DOM MB data taking application messaging protocol description.

4.5  DOM MB data taking application message content description.
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