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1.0
DOM MB STATUS REVIEW – BOB MINOR

2.0
ACTION ITEM RESPONSES – DAVE NYGREN

2.1
PDR Action #2 

“Action items 80% complete”
Log# 23 DOM MB Signal Droop Requirement
Need a date to come up with an answer to this question.  

DN:  Can someone in Wisconsin perform this test in a couple of weeks?

AK:  – tomorrow

DN:  Is it possible to generate a square random pulse?  

AK:  The calibration procedure that we are planning to apply is there to calibrate the response.  To the extent that it is stable it can be compensated.  

DN:  Can correct for droop but not if the signal goes below 0.

2.2
PDR Action #3 

Log# 24 On-Board LED

DN:  Uniformity issue hard to create on the basis of physics.

AK:  Amplitude control maximum discussed?  

Q:  What are we trying to do with this?  A:  Fully characterize the photoelectric spectrum.  Want the low part of the spectrum well covered.  

Q:  Is this a check?

A:  No this is a check to test the overall transit through the system.  

Q:  Jitter and board-to-board transit time?  

GTP:  nanoseconds.

Photoelectrons may have a different gain than the overall gain, we may not be using this as a baseline calibration because ill-defined 

AK:  Predict that this isn’t going to be used for our gain calibration.  Q: Is this to characterize or is it used over the baseline – if this is a baseline than we need a stability parameter.  

DN:  Yes/No – The way to track stability.  Perhaps noise pulses will be better.  

Q:  If it went away completely what would be lost to the system?

Action Item:  What do we want to achieve with the gain amplitude task?

2.3
PDR Action # 4

DN:  Not sure what the ambiguity is.  We need a programmable dead time of ten microseconds.  We need 1 microsecond to have 1 millisecond in ten microsecond increments.  

When are we going to define width and local coincidence?  OR Are we going to define local coincidence and width.  A:  Close enough to calculate what the dollar cost to the project is.  

RM:  Will proceed with a baseline unless we decide to remove it.

Comment:  Introduction of “soft” local coincidence 

DN: firmware

The system has three operational modes local coincidence off/ placeholder/ hard local coincidence - safety margin   

DN:  Major change order

Comment:  Safety margin doesn’t seem tight.  Experimental data 

2.4
PDR Action #5

Need to define concretely the data suppression compression method.  Chuck wrote a document called “DAQ Data Compression Implementation Plan”.  Klaus will talk about proposed implementation of an imposed compression.  

RM:  What is the process for resolving this?

DN:  During this review group have the proposal by Klaus accepted as the baseline.  (Thursday)

2.5
PDR Action #8 

Local Clock Trade Study Group of 100 cards will get delivered with the clock that we can get.  The difference between this and the other Corning parts will get incorporated into some of the run of 100.  The issue is that the decision with Corning is the preferred path, but this is higher than budget.  

EK:  How do we guarantee that this product will work for the next fifteen years?  The trade must be documented.  First is $60, second is $80-100.  Corning part has been characterized.  If this is a Class 1 change to the baseline it needs to be done as an MRB, but it can be overridden.

2.6
PDR action #9

Agreed to ten thousand rather than two thousand.

2.7
PDR Action #10

Need an attenuator between the LED on board.  

DN:  Don’t know about the requirements and who is in charge.  How do we close this out?

AK:  This can be accepted as an interface.  Talk with Dan Wall – Jerry and Dan will decide what kind of fiber optic coupling we will provide.
3.0
DOM FIRMWARE STATUS – THORSTEN STEZELBERGER

FPGA – data acquisition and communications – only one but different codes for different modes.  Basic communications and than we go into iceboot, STF, DOMAPP 

Q:  Which reside at the same time? – A:  Only one

(See presentation page five)

ATWD, FADC, Discriminator Hit Rate Counters, Frontend, Testpulser, Frontend R2R Ladder, ATWED R2R Ladder, On Board Single LED – can flash at a certain rate code to test communication software, Communications test

STF FPGA

Local Coincidence

Flasher Board Versioning

Firmware is there for STF testing 

Stabilize this information so that this can be frozen and feedback can be provided.  Release software. 

D:  What causes the problem at the lower temperatures?  

GTP:  Was not initializing itself before the CPU was attempting to boot the workaround (bug in the chip) – firmware workaround route through the programmable logic device

RI:  This class of condition could exist throughout the entire system.

RP:  How are you documenting the trades regarding the 1.8V SDRAM low temperature problems?  

GTP:  Not completely happy with layout of circuit board that is introducing noise.  In the next version of the card …

RM:  Really is a performance issue.  This chip performs and the other doesn’t.  Chip in there now does work at –40.  Memory issue is put to rest, but we are still curious.  

RI:  Part to part comparison.  Are you vulnerable to manufacturing issues? 

RM:  Industrial rated.  

Q:  How much are the baseline shifts? :  

RI:  Some of these problems are design problems; some are QA issues.

JC:  What is the rate of change as we go from on rev to the next?  Convergence? 

RM:  While these twenty cards were off in Wisconsin the engineering runs were in W (?).  

RI:  Is it safe to say that we should budget in two more revs?  Cycle of design question for schedule, strong convergence shows two more cycles should get it.  

RM:  Convergence is there even though we made quite a few changes in rev 2.

RM:  As a group we need to decide how much and what kind of rework is acceptable.  

4.0.
DOM MB PROGRESS - GERALD PRZYBYLSKI

5.0
FABRICATION PLAN – BOB MINOR

PCB fab for reliability (class 2+)

Critical process controls added.  

DN:  Can we ask what their data yield is?  

RM:  Yes, and that is a common – use of a test coupon 

There is a process control to apply.  This is a necessary step.  

RI:  Characterize uniformity

RI:  Conformal coating is not applied as a baseline right now.

JC:  Have you had any de-laminations?

RM:  None that we are aware of. 

RM:  Normal industrial with additional process enhancements.

Temperature cycling of the raw pc cards – key repeat of continuity test – 

RP:  Number of cycles becomes an issue.  Need justification.

RI:  Low number best because we want to avoid cumulative stresses.

RI:  Common logic with possible different answers.

RP:  PMO needs to approve the test plans.  

RP:  Is there a reason we haven’t used the term qualification test? 

DH:  What kind of software to manage the burn in tests?

RM:  STF

RM:  How are we going to archive this data?

RM:  Budget – number of cards originally 200 now it is 80.  Long lead items placed when the number was greater.  How many are allocated to IceTop versus in-ice?  

AK:  Spreadsheet available

Open Issues:  Finalize STF & Test Plan – documentation and database

RP:  Which rev are we talking about?  

RI:  Need a verification matrix to show what at least we need and provides a verification matrix.

RP:  When will the design of the MB have the full functionality to meet all of the requirements?

RM:  Now – 

RS:  Including firmware?  

RM:  Hardware is complete – Firmware is complete for the purpose of the ____ testing.  

JC :  Need to identify which functionality will occur at each step in the process.  What should we expect so that we know what yet remains to be done.  There are always surprises when you integrate firmware and software.  

RM:  What goes into the test bed? 

JC:  Need to identify dependencies such as door card – hub – with software that doesn’t exist.  Need to talk about functionality as part of the DOM as part of the system.  

RI:  Need to identify what the critical pieces of software are that we need.  

RI:  One class of requirements that is germane.  Is there anything about the next 100 that need for the purpose of getting information or getting confidence?  

AG:  DOM MB Test Results:  

Q:  Does the FADC have an over voltage problem?

AG:  The biggest waveform that you saw is equivalent to 200 counts of the raw FADC value, so we can have a few more before we have any problems. 

AK:  We have shot for too high of a resolution.  We could consider this as contingency for dynamic range.  

RI:  So you’re saying that we can relax this without any impact?

DN:  We’re getting close to nailing down the numbers, but we should revisit them.    

Q:  What are our dynamic range requirements?  We need to do this now and (talking maybe a factor of two).  

Q:  Is there a time above threshold requirement?  

DN:  We haven’t placed one on it.

JC:  Rough order of magnitude?  AK:  We’ve done tests to about half of the hundred but the rest we can do easily.  Only a few items – most part easy…Need to repeat in a more realistic conditions.

6.0
DOM MB TESTING LBNL – AZRIEL GOLDSCHMIDT 

7.0
UW ENGINEERING DOM STUDIES – KAEL HANSON 

DN:  How much pulse distortion can we accept?  (within the context of the ATWD)

RM:  Pedestal doesn’t show up 

RS:  ATWD summary +/- 5% in gain

KH:  We have to make sure that we can characterize it.

If this is too high it’s because we set the gain too high in this channel.

DN:  Understand what the impact ATWD has an s shape characteristic….

What voltage on this applies to String 18? – We’ll have to figure out later – they have 10^8.PMT (?)

KH:  Saturated ATWD inputs case sizeable baseline drift.
We do care about dynamic range for both upper and lower range and we need to know – using ATWDs from KamLAND…

Not necessarily ideal and we could increase the span.  Factor of two may not hit us…

KH:  Tuning these there are a large number of free parameters.  If there are three different gain channels, this isn’t a problem.  

AG:  If you use the front end pulser it is straightforward to address.  Actual electronics calibration is simple.  AT LBL, make sure the amplifiers are in a central range and decide whether or not to tune them.  

We need to calibrate the front-end gain.

DN:  Baseline shift could ruin algorithms.  We need to understand.

DN:  We have a requirement of 10%

AG:  Observed jumping but not like KH, but wondering if the temperature could be a factor, that might be the only difference.  

7/24/03
8.0
PMT HV BASE PROTOTYPES EVAL. - NOBUYOSHI KITAMURA

Old vs. new ISEG – new with isolated ground performs badly, new with directly connected grounds performs badly.  New with 1Mohm jumper performs similarly to old ISEG, old ISEG is cheaper than new ISEG.  Old ISEG consumes less power than new ISEG.

ISEG or EMCO – Both have similar noise levels dynamic voltage ratio, is fixed in ISEG approach; ISEG is cheaper than EMCO

AK:  Action item to be closed with this data…

EMCO numbers aren’t supporting our requirements.  

Design consists of three components that can be decoupled.  

RI:  What we’ve received so far shouldn’t be put in the ice.  ISEG may be a good manufacturer today, but there may be a step function between what we put in the ice today and what we put in the ice in the future.

DN:  Shouldn’t we ask them to meet the same Class 2 requirements?

JC:  Move traces get rid of sharp corners.  George Anderson can provide more answers – there are solutions, but we don’t have in hand.  

RI:  Requirements document has been going through changes but is fairly stable – the requirements are understood but the manufacturing solution isn’t well understood.  

DN:  Phototubes depend on voltage – worthwhile to explore because the cost is driven by the requirement.  

FB:  What is the requirement now?  That it must be stabilized?

9.0
LABORATORY CALIBRATION ON ICECUBE DOM’S WITH OPTICAL FIBERS - ALBRECHT KARLE 

(presentation not on IceCube website)
Production calibration and calibration testing 

KH:  Need to decide how to arrange DOM’s in the freezer – seems like we’re converging on a fiber system.

KH:  Idea is to best characterize – but not waste effort – in ice +/- uncertainties that will arise.  May be able to calibrate much of this in the ice.  

KH:  Need document that discusses the next month of testing.  The long run test plans have not been worked out.   DOM Firmware and Software Requirements for Test DAQ

Requirements undefined for IceTop.  Do we want to trigger this or do we want to have comparisons on the board – flag versus trigger?  Could have a pulse that would last a microsecond?  

RI:  If there is a requirement; such as request for capabilities go over line item, by line item asking if I do this; how do I prove answer?

Comment:  Trigger comes from a muon telescope?

KH:  Don’t have a step function, this is a phase in system.  

RM:  IceTop has a need for in service – not a requirement because we didn’t know what it would drive.  

External requirement not in IceTop design because we don’t believe it is required in the final design, but it may be useful at this phase of the project.  Defined muon trajectories are in the tank… 

Acquisition should be able to read out without significant (<1%) dead time.  For Test DAQ, vs. DAQ, we do not require continuous readout (because of cable band-width but only continuous readout for (1000) hits).

Rate monitors – Limited DAQ testing

Support dynamic reconfiguration of DOM internal state and event logging into monitor stream.

Monitoring stream read out at regular intervals (10s) 

Requirement that interface isn’t broken.

RI:  Are there any message rate requirements.  If you (IceTop) get this test DAQ do you need anything else?  (IceTop needs to answer.)  Thought through what is needed full DAQ, but not test DAQ.  Test DAQ guys would do all the things we would do, separately at University of Delaware.  Need to avoid a serial development process.

Elegant solution would be to have the system have a single run and make decisions about the monitoring stream - complicates the DAQ control somewhat.  

Something is put into the buffer (using a slow control) …

KH:  Design idea to have a microsecond

10.0
DOR - DOM COMMUNICATION - K.H. SULANKE 

Power on function is tested – start up synchronization – buffer overrun 

JC:  The data rate is a result of data plus overhead – A:  Yes.  Overhead packets are in the 48 KB

KH:  Is there anything that has changed from the DOR card?  

Comment:  The software has to change to around 4k bytes.  

DOM MB Production Test Software Chuck McParland

DOM MB App – primary data taking application on DOM

Power off – configuration boot – ice boot – DOM app – this can all happen in milliseconds

Existing string 18 application simplified and ported as base design (tests moved to STF)

Configure ATWD – analog multiplexer on 4 channels 

The DOM application software acts as an interface 

DC:  What is the fundamental challenge of the memory pointer? 

RM:  Whole family of functionality – could you run in something like the real mode

TS:  If you don’t plan from the beginning than you have to start from scratch. 

Comment:  Goal is to read data out fast in normal mode.  Might be an advantage to shortening this by adding/modifying resources, then other’s can work in parallel.  

CM:  Data compression feature extraction is driving performance.  

RM:  What do you see as the process for prioritizing?

CM:  1)  Get monitoring in 2) Normalize this application of DOM app– discuss what the best set of configuration messages is.

RM:  Can some – CM Implement simplified data configuration.

Q:  How big is an engineering format event?  Header overhead is 16 bytes. 

Q:  How much occupied by data? 120 samples at 16 bits (?) 4 channels

CM:  Increasing speed right away is not a diversion from the critical path.  Want these items operating at their design speeds.  The sooner that we get there the better off we are.

GP:  Declare a version and give to UW.

KS:  Need to de-bug the reboot.  

CM:  All of these are changes 

10.0
TEST DAQ REQUIREMENTS - KAEL HANSON 

11.0
DOM APPLICATION STATUS - CHUCK MCPARLAND 

Comment:  What could we do to increase data rate from the DOM to the Test DAQ

Send truncated events

12.0
IMPLEMENTATION OF WF COMPRESSION - KLAUS HELBING

Constraints on compression

AK:  Conclusion that these numbers are conservative is not the case because the assumptions are not conservative.  

RI:  Need to nail down the baseline FPGA (tomorrow), esp. for in ice DOMs.
BS:  Does the Ericcson cable meet requirements?  A:  Slightly exceeds requirements

DN:  Local coincidence is something that was never regarded as essential.  

Project management office should decide if this is a requirement.
Q:  Have there been any array wide simulations to test the effects of trimming the data volume?  Would that reduce the resolution of each DOM?  

RS:  Being looked into by MC analysis.  If you send up all the hits and set up the course time stamp for those that are not in local coincidence the effect should be negligible.  

Comment:  Missing information to integrate the charge.

13.0
DOR FIRMWARE - K.H. SULANKE

Three Firmware Versions

CM:  As soon as this gets implemented a message from DOM to surface – occupies a single protocol packet.  Physical protocol can be used to drive our mechanism.

Q:  Each card will have a megabyte per second.  

David Hays Test DAQ Workshop

DOM Hub Software

RI:  Cable cross-talk requirement issue.

DN:  Each DOR card can be told to schedule.  

DOM Hub has a vocabulary of forty languages

Concern is that we’re only talking to one DOM at a time.  

DH:  For a full load, collecting monitoring data.  

DOM’s can be simulated in Linux.

IceTop:  Assumed that we could test using simulations.  

RI:  Some subset of the architecture needs to be on the system.  Need to break down so that we have some set of confidence.  

IceTop:  Mix of real DOMs and simulated DOMs. 

CM:  IceTop and In-Ice are identical now.  Can configure CPU’s around the string for a month.  

RI:  There is always some degree of uncertainty unless you are using an in-ice string.  Think about some sort of a test bed.

DH:  Hope to have a working DOM HUB app in a small number of days.  Working version this week will not include monitoring.  Will not understand configuration boot yet.  

HW availability – working on many items in parallel.  Quantity of boards to do this testing on is variable.  T and AG:  provided many boards.

DH:  Four versions of the driver on our hub here.  

RM:  Unless there is a need to ship right away, it would be a big help to keep boards here to let LBL continue testing.  

AK:  Should be okay.  

RI:  You’re mentioning that your view exposes a lot of things.

RS:  Wisconsin can do the integrated testing and will ship integrated board back to us.  

CM:  Bulk of tests on DOM MB can be performed on integrated DOM.

AK:  If you had a completed DOM spec, than would you two boards?

CM:  Let’s talk before we ship, issues about programs need opportunity before we say it’s ready to go.  

AK:  Phone call needed next week.  

Assign roles to DOM board before they are shipped.  Monday work this out on phone.

RS:  Don’t seal with the intent that they will never be opened again.  

DH:  Configuration management - DH app status)

RI:  Need the release process and the guarantee that they are using the correct release.  

Need people to notify if there is a new release.  They may not always be in synch.  

IceTop:  Report problems on the correct version.

CM:  How do we ease the way that we install things at the pole?

JC:  What should happen?  

Simon:  Number of builds aiming for stability when we hit a build with enough stability we will tag as a release.  

RI:  Notification of release.

Simon:  Software mailing list.

DH:  DOM Hub application – mode that mimics talking to a driver 

DN:  Are there any unresolved or fuzzy design requirements?  

DH:  Operation mode – i.e. request from UW saying ‘we want to be able to control that front end pulser’ – what happens when we get those requests in – we review how this affects items all the way down the chain.  

Documentation soon.  

Latest documentation available at:  (see presentation)

IceTop:  In planning our activities when will the first release of test DAQ be completed and what will it be – is there a list of components.  

RI:  An overall release plan would be good to share with the community.

JC:  Test DAQ software is this something that is good forever.  Will DAQ be doing something different than test DAQ?  

CM:  When we add new releases to MB, (at the pole) that have versions of MB release which are newer than the test DAQ – they should still work.  

There may be some particular feature of test DAQ that we’ll want on this string.  RI:  If we have a DAQ that isn’t performing we’ll need built in diagnostics – failure review board procedure & requirements.  

AK:  There is laboratory testing only in labs but don’t want to burden DAQ with it.  

DN:  Scenario of here at the lab interacting with troublesome DOM.  

RI:  Requirement here.

RP:  Schedule and first release of test DAQ – does this show up in the Triad schedule?  If not, there is a problem.  Schedules are supposed to be useful.

CM:  Not sure if the word release is there.  Check.

CM:  This is the beginning of a series of releases.  First release is here.

14.0
DOM TEST PROJECT STATUS - MARTIN KESTEL

A DOM Test is when you put the DOM in freezer to investigate the dark noise rate as a function of temperature – look at all DOMS and get a distribution of behavior.  Get rid of the outliers.

Tools developed 

Duration of time for test needs to be decided – (hours to days)

IceTop:  When does the pulser itself get calibrated?  May be temperature dependent.  DN:  Only place that we can do is here.  AG:  Logistics can be a problem.  For each board – 

ACTION Item – resolve test issue requirement & response.

MK:  bottlenecks – reader/writer with versioning no hardware to play with (adds a lot of motivation)

Need more input about monitoring data basing procedures.

Number of things need to be monitored in order to be defined.  

Level two and three leads should talk to people in Germany and Sweden to talk about doing Beta tests on software.

7/25/03

15.0
DOM HW & SW INTEGRATION PDR - RANDY ILIFF

Open items:  Resolve any missing, or incomplete requirements and needs to be put into a baseline.  

Compare requirements against current design and identify areas of risk  

Determine clear verification strategy.  Critical interdependencies need to be identified.  Strategy and dependency on other elements is critical to success.  

Assess where we stand on requirements.  

Interface should be considered the required overlap rather than just a fringe interconnect.  

(See presentation for requirements scoring criteria table.)

Requirements for DOM flasher board should be identified.

Action Items:  Track actions and make sure that they are being closed

See template - Title – description of required action – responsibility - promised closure date see template.

Summary of IceTop Requirements

Known Requirements Issues

· Flasher board TBD

· Final PMT HV TBD

Potential Issues:

· Changes following test of detailed engineering behavior at the CI level

· Interface issues discovered during integration testing

· H/W & S/W feature creep

· Configuration Management

Essential to ID and lock in requirements that represent hooks into the hardware of the DOM MB.

It is critical that IceTop requirements and any other open requirements be addressed as soon as possible.

Collect “currently know-able” DOM MB requirements from Ice-Top, Software Development, and other areas

(see RI’s second presentation for comprehensive list) 

Today Define:

· IceTop requirements

· Hardware/software/firmware

16.0
DOM HUB SOFTWARE - DAVID HAYS

(Functional block diagram from PDR presentation is p8 of 21.)

Action:  Need interface documents between In-Ice and IceTop pieces.

Currently the implementation of Ice-Top is set up so that DOM app is functional.  

RI:  If IT put the risk for the delta on the II community.  If it doesn’t meet the desired goal, we can do allocations - 

Define out of 400 who will get rights to what.  Allocations of shared resource philosophy that need to be decided.

FPGA & CPU 

Dave:  WE aren’t going to finish the discussion of all of these items.

Need a target date to finish these conversations.

RI:  If it affects MB hardware – the sooner the better.  

RM: There are only two specific items related to Ice-Top.  

Q:  What are the specific requirements on the HUB?

DH:  The data we need to acquire – 1) recognize air showers that hit the surface – these are recognized by the two tanks having signals of 50 mev electrons both tanks at the same time 2) muons going through a single tank – needed for science and calibration purposes – 3) single photoelectrons for calibration …

Dynamic range to capture unsaturated data – is in the order of one million.  Single DOM order of 1000 – one DOM to calibrate the other – yet still cover as much of the dynamic range as possible.

RM:  Two DOMs separately – 

AK:  Well defined baseline in all units needed in order to get a clear picture.  

Get dynamic range requirements consistent with an operating mode.  Missing data is needed – the actual response of the PMT need gain, gain curve, and when saturation sets in.  Need the low gain settings – enough data capturing capability to go through mapping out what the PMT’s can do.  Then iterate.  

Near term item – work out detailed algorithm of what the FPGA will do for data handling at the front end.  Preliminary conversations have started.  Make sure that we are not assuming something that cannot be done.  Basic implementation needs to be feasible.  Formalize operational mode.  Hardware design people can then meet these requirements.  

Collect data from single muons… - Cannot exceed bandwidth on the wires (requirement).

Need additional clarification for the data extraction requirements for IceTop.  How much space do you need and FPGA requirements?

DH:  Latency requirement on the data entangled to communication problem (TBR) – unsure of what that should be – data rates and different buffer sizes may bring out information about…

Logical issue on data communications

Need clarification of requirements on the DOM MB and DOM HUB for the RAP on the basis of cable length (IceTop and deep ice).

Missing notes for about two hours of meeting – 

Afternoon notes

1) high order DAQ

2) cables discussion

Accurate assessment of the time progress 

Documentation – no repeating

Q:  What is the justification for shielding with cable 

A:  EM field

“No evidence that we need it”.  Low cost risk reduction 

100% foil wrap ground to counting house

LBNL Action – Need to verify the length of the cable and determine if it is an issue/non-issue

Pig tail, need a wrap, coiling, etc., cables crimped or soldered, solder cups

Need input for firmware - doesn’t exist now – need what modes, when and how

Action:  When to close decision to make proprosal regarding DOM Boards and having two delay boards

PMT high voltage supply; electrical pulsing +- 5% pulser proposal.

Software requirements documents - bogged down with little tasks everywhere – configuration management

Need sound proof of principle for string 18, might kill us with review committee

Martin:  How should we format our data?

Need volunteer to read through documents to find shortcomings.

17.0 Appendix A.  List of Initials and Names 

	Initials
	Name

	AK
	Albrecht Karle

	AG
	Azriel Goldschmidt

	CM
	Chuck McParland

	DH
	David Hays

	DN
	Dave Nygren

	EK
	Edouard Kujawski

	GTP
	Gerald Przybylski

	KH
	Kael Hanson 

	KH
	Klaus Helbing

	KS
	K.H. Sulanke

	JC
	John Cavin 

	MK
	Martin Kestel

	NK
	Nobuyoshi Kitamura

	RI
	Randy Iliff

	RM
	Robert Minor

	RP
	Robert Paulos

	RS
	Robert Stokstad

	TS
	Thorsten Stezelberger


17.0 Appendix B. Summary of LBNL Action Items

	
	Action Item Description
	Paragraph Reference
	Required Action

	1
	DOM MB Signal Droop Requirement

	2.1
	Need a date to come up with an answer to this question.  

	2
	On-Board LED
	2.2
	Answer question: What do we want to achieve with the gain amplitude task?
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